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Abstract 

These days, researchers are putting a lot of effort into 

artificial intelligence (AI) with the goal of making AI 

smarter. Particularly in the field of object 

identification, machine learning gained a lot of 

traction. The author built a CNN project with 

pycharm, anaconda, and kera to determine the best 

way to improve recognition program accuracy and 

recognition speed, with the goal of providing a faster 

and more accurate plant species recognition program. 

The project also introduced deep learning and 

convolution neural networks (CNNs). The author 

made an effort to discover the optimal solution by 

adjusting the learning period time and the capacity of 

the learning data collection. Analysis of the test 

results shows that increasing the number of learning 

epochs and the size of the training picture collection 

both contribute to faster and more accurate 

identification. Improving accuracy is the most 

noticeable result of increasing learning time, and 

expanding the size of the training set is the best way 

to decrease recognition time. The results of the 

experiment, the essay's shortcomings, and a 

prediction for the future of machine learning in the 

plant field were all included at the conclusion of the 

thesis. 
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I.INTRODUCTION: 

Navigation, autonomous driving, and data analysis 

are just a few of the several fields that have benefited 

greatly from the fast advancements in artificial 

intelligence (AI) in recent years. The integration of 

machine learning with this technology has also led to 

its use in object identification, and associated 

applications have found their way into many 

electronic gadgets. For instance, once the user places 

an item on the camera sight, Alipay's function 

provides information about the thing [1]. Improving 

artificial intelligence via machine learning is a hot 

topic right now. However, a more impressive 

approach called CapsNet may take the role of 

convolutional neural networks due to their issues 

with value data loss in pool layers and high sample 

demand for backpropagation algorithms. The 

programmers discovered an efficient way to optimize 

the application since they cannot accept the poor 

recognition speed and low accuracy. In this paper, we 

will build a convolutional neural network algorithm 

that can identify various plant species, and we will 

look for ways to make it faster and more accurate. 

For instance, programmers may discover the most 

efficient strategy to develop the AI recognition 

software and attain optimum efficiency by 
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determining if it is advantageous to increase the 

training sample size. A CNN image recognition 

software would be built and tested using the 

following tools: pycharm, anaconda, keras, opencv-

python, tensorflow, and the numpy library. The 

author would get the plant picture dataset from the 

Kaggle website. Program accuracy and speed might 

be enhanced by deciding whether to enlarge the 

training picture collection or increase the number of 

learning epochs. By the end of the piece, the author 

has compared the two approaches and settled on the 

one that will help programmers enhance their object 

recognition software the most.  

II.MAINBODY 

 

A. Introduction to Machine Learning  

At its heart, AI is machine learning; under the old-

school programming paradigm, humans fed 

computers data and algorithms, and the computers 

produced results. However, machine learning systems 

use data and results as input, search for the technique 

employed by older systems, and then train computers 

to remember and apply that approach to new 

situations. As time goes on, a single computer learns 

more and more algorithms, allowing it to tackle more 

and more problems.Machine learning includes the 

subfield known as deep learning. Jeff Dean and 

Andrew Ng's Deep Neural Network was released in 

2012 as part of the Google Brain project. Multiple 

individual neurons make up a neural layer. While 

both regular and deep neural networks have three 

main components—an input layer, a hidden layer, 

and an output layer—deep neural networks vary in 

that they only have one hidden layer rather than two 

or more. Using weights, input is changed to an 

intermediate state (a neural unit). Then, the input is 

translated into output using various weights across 

layers. Using the same input data, various weight 

combinations will result in different outputs. Thus, 

deep learning's nonlinearity, generativity, and cross-

modularity are its three main benefits. As a result, it 

has lately achieved remarkable advancements in 

several domains, including picture categorization and 

video comprehension, and has grown into a crucial 

instrument in numerous recognition applications [1]. 

The system's learning capability will be enhanced as 

the number of layers increases.  

B. Convolutional Neural Networks: An Introduction  

One method in deep learning that is used for picture 

identification is the convolutional neural network. [2] 

in This network uses convolutional calculations and 

is a kind of neural network. The convolutional neural 

network is more suited to handle data in two 

dimensions than the deep neural network. There are 

essentially five stages to the CNN: The input layer 

comes first. Both DNN and CNN use vector formats 

for its inputs, however CNN uses a three-dimensional 

pixel matrix. How long and width stand for the 

relative picture data, whereas depth is used to record 

the image's color. Next, we have the convolution 

layer. Consider the convolution layer as a filter. It 

iteratively removes the input image's node matrix 

before convoluting the kernel matrix to generate a 

fresh output matrix. The convolution kernel is 

involved in this stage, making it the most significant 

in CNN. Lastly, the pooling layer. Given that the 

output matrix from step 2 could be too big, the 

primary objective of this layer is to decrease the 

matrix size. Actually, it speeds up the computation 

speed by lowering the number of nodes in step 4, 

which is the same as reducing the neural network 

parameters. The full-connection layer is the fourth. 

The primary function of this layer is to sort the many 

pieces of detail data obtained in step 3 into their 
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respective categories. The next step is to activate it 

and begin training. At last, we reach the graphics 

derived section. Two visual representations of the 

output are accuracy and loss. A more accurate model 

is indicated by a smaller loss value. The author 

obtained over 10,000 visuals from Kaggle for the 

picture test. Lastly, there is the Softmax layer, which 

is used to get the probability distribution graphic.  

Compared to deep learning neural networks, 

convolutional networks were able to retain plane 

structural information and provide more accurate 

forecasts, according to the technique.  

C. The region used by the convolutional neural 

network for plant identification firstly, procedures  

Computer developers have been eager to keep 

developing quicker and more accurate programs 

concerning face recognition and video 

comprehension, since image recognition software has 

recently been a popular topic due to the expansion of 

camera devices and the cumulative need for security. 

Due to its widespread usage, CNN became the 

optimal object [3]. Finding certain types of plants 

may be a real challenge, particularly when you're out 

in nature. Ordinary outdoor adventurers and botanists 

both depend on software that can identify plants. 

Because of the hazardous fruits and dangerous 

snakes, precision and promptness are of the utmost 

importance. In order to determine the optimal way to 

enhance CNN in practice, the author plans to conduct 

tests to see if increasing the number of learning 

epochs or the quantity of extended learning images 

may improve the speed and accuracy of machine 

learning tests and recognitions. For this experiment, 

the author relied on pycharm in a 32-bit environment 

that also included opencv-python, tensorflow, 

numpy, keras, and the os libraries. The following 

components made up the project: An epoch number, 

three parameters for the convolution layer, and the 

address of the learning set are mostly stored in the 

parameter section. The next step was loading the 

images, which included preparing an empty picture 

list and saving the array details. Next, we have the 

transformer, which is mostly responsible for 

transforming images into matrix arrays using cv2.  

The next step in constructing the network is to divide 

the whole data array into a train set and a test set 

using the train_test_split() function. Then, using the 

add() method, we add various building blocks to the 

convolution, pooling, full-connection, and softmax 

layers. 

 



IRACST – International Journal of Computer Networks and Wireless Communications (IJCNWC), ISSN: 2250-3501 

Vol.15, Issue No 2, 2025 
 

 
 
 

1204 

 

Figure 2.Large dataset 

Since the majority of the photos are 256 × 256 pixels 

in size, the usual values for Isetwidth, length, and 

depth are 256 and 3, respectively. There are 32 

batches. The convolution layer provides the option to 

utilize the sigmoid-tanh-ReLU activation function, 

although this is not recommended because of the 

drawbacks of the ReLu function.The author primarily 

used the ReLu function in the convolution layer to 

eliminate all negative values and set zero, which 

helped with the disappearance of gradients and 

reduced computation time [4]. 2) Do some testing 

Step one: lengthen the time spent learning According 

to Maram, extending the learning period involves 

raising the iterate time throughout the training 

process. 

 

Figure3.Thepython console out put about all 

parameters for each epochs 

 

Figure4Plant species training and validation accuracy 

 

Figure5 Plant species training and validation loss 

whenepoch=7,theresult is: 

 

Figure 6 Thepython console out put about all 

parameters for eache pochs. 
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whenepoch=7,theresult is: 

 

Figure7Plants pecies training and 

validation accuracy. 

 

Figure. 8 Plants.peciestrainingandvalidationloss 

whenepoch=15,theresult is: 

 

 

Figure 9 Thepython console output about all 

parameters for eache pochs. 

 

Figure 10 Thepython console out put about all 

parameters for eache pochs 
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Figure11Plantspeciestrainingandvalidationaccuracy 

 

Figure12Plantspeciestrainingandvalidationloss 

When epoch is less than 5, the validation accuracy 

ranged about 0.57, whereas the loss fluctuated around 

1.1, assuming the odd epoch 15 result in c is ignored. 

At 13 epochs, however, validation accuracy reached 

0.6501, a significant increase over epochs 5 through 

5. Contrarily, in the eleventh epoch, the validation 

loss hit rock bottom at 0.1347.Three epochs took 19 

seconds, seven epochs 18 seconds, and fifteen epochs 

seventeen seconds each test. 

 

Figure13&14Thepythonconsoleoutputaboutallp

arametersforeachepochs. 

Finally, additional learning epochs will save more 

valid recognition time, but the system's recognition 

accuracy will decrease when the epoch count exceeds 

a critical threshold. c) The dataset for training 

To make the training picture set larger, you need to 

change the value of the "test_size" argument in the 

train_test_split() method. A bigger training set may 

be achieved with a smaller "test_size". The epoch is 

set to 12. at test_size=0.3, with trainingset:testset 

ratio of 7:3. 

 

 

Figure15Plantspeciestrainingandvalidationaccuracy 

whentest_size=0.5,trainingset:testset=1:1. 
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Figure16&17Thepythonconsole 

outputaboutallparametersforeachepochs. 

 

Figure18Plantspeciestrainingandvalidationaccura

cy. 

whentest_size=0.7,trainingset:testset=3:7. 

 

Figure19Thepythonconsoleoutputaboutallparame

tersforeachepochs. 

 

 

Figure20Plantspeciestrainingandvalidationaccura

cy. 

At test size=0.3, the author discovered that when 

comparing validation accuracy at 12 the pochinall 

plots,  

 

When the test size is 0.5, the validation accuracy is 

0.3015; when the test size is 0.7, the validation 

accuracy is 0.0586. The current validation accuracy is 

0.5948. Reduced accuracy is a direct result of a 

smaller training set. The test in A cost 20 seconds, 

the test in B cost 28 seconds, and the test in C cost 41 

seconds. on order to have the software spend more 

time on the recognition test, the author discovered 

that a smaller training set is required. 

Result and analysis 

Expanding the training picture collection and 

increasing learning epochs time were both shown to 

enhance identification speed and accuracy, according 

to the author's comparison of the two approaches' 

findings. Increasing the learning time has a more 

noticeable impact on boosting accuracy, while 

increasing the size of the training set is a better way 

to decrease recognition time. Another crucial aspect 

to consider is that in order to achieve the accuracy 

increase effect, the learning epochs need to surpass a 

critical threshold. 

III.CONCLUSION: 

 

In order to enhance CNNs, this article is confirming 

the utilization of increasing learning epochs time and 

expanding the training picture collection. The 

conclusion is that software programmers may 

enhance the learning time in advance, surpass the 

criteria, or grow the training picture collection to be 
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big enough to improve the program's identification 

accuracy and speed. Nevertheless, there is still a lot 

of room for improvement in the author's study. The 

author did not investigate the impact of altering batch 

size and other potential metrics since their computer's 

GPU was too limited. The author intends to go more 

deeply into this field and make improvements to 

more powerful facilities in the future in order to fix 

these issues. The author successfully ran the program 

in PyCharm and obtained the experimental results. 
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